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Digitalization within
The public sector in
Denmark.

Case:ATP

Kilde:
DigitialLead
Webinar 28/9 2022
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AI-UNDERST@TTELSE AF VISITATION AF GENOPTRZENINGSFORL®B

Genoptraeningsplaner egner sig til et Al projekt

Digitalization within
The public sector in
Denmark.

—l A
Case:Aalborg & gl @

Roedovre
muncipality. | Aalborg og Redovre er der en hoj Borgere har krav pa fa tilbudt tid til GOP'er har et st
volumen, ca. 9.000 genoptraenings-planer genoptraening indenfor 7 kalenderdage standardisereds
. (GOP) arligt. (hvorefter en fritvalgsordning traeder i kraft). generelt egner
Kilde: understottelse
DigitialLead Der bruges dermed vaesentlig tid pa denne Sagsbehandlere opererer derfor med et
Webinar 28/9 2022 opgave i dag. Og hgj volumen af tidspres, og kan have gavn af en kollega, der Dermed er det

datapunkter er ngdvendig for at udvikle en har andre arbejdstider. information ud
Al lgsning. en Al model.




Education

Sklll

development

Job market.

JobTrend Project.
- What skills to teach?
- Whatis in demand?



A Transformer Based Semantic Analysis of (non-English) Danish Jobads

Morten Mathiasen, Jacob Nielsen and Simon Laub

EAAA, Aarhus, Denmark
{mmat, jani, sila}@eaaa.dk

Keywords: Transformers, Analyzing Online Job Ads, Skills, Alignment of Educational Courses.

Abstract: To benefit educational adaption and guidance of the unemployed, we report on our study of automated mon-
itorization of labor market demands by analyzing online job ads. We identify and measure two categories
of competence demands, “technical competences™ and “personal competences™, as well as competences de-
scribed by Bloom’s taxonomy. Ads are labelled. both by humans and by natural language processing (NLP)
transformers. Within all competence categories and levels of Bloom’s taxonomy we demonstrate how the
automated NLP transformer process do a semantic search with the same level of precision as the humans.

1 INTRODUCTION dant when finally completed. Therefore, monitoring

labor market demands is essential when adapting edu-
Designing educational programs and specific courses, cational programs and when guiding the unemployed
demands substantial consideration and continual re- towards the demands of the labor market.

Project:
Matching skills with jobs.
Spring 2023.

Described in

article about JobTrend
that will be published
April 2023.



Al everywhere.
-Overview. News.
- Problem:s.

- Direction.



Major shift in computing
every 10 years

Mainframe
Internet

Desktop AllAssistants
Mobile

Kilde: Jeremy Wilken (Developer at Wmware, MICon 2018..

Motivation. Trends.



https://github.com/gnomeontherun

Concepts.

- Al

Artificial Intelligence - Machine Learning.
- Deep Learning.

Machine Learning

Artificial Intelligence

Deep Learning

_ Machine Learning
Data Science

‘\“" Neural Networks
‘ Deep Neural Networks/
Big Data Deep Learning
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Teaching ML — u lwi_,:l__l learn:

"

exr Regression.

Lo 's\tisk Regression. |
s MACHINE
-_.SupportVector Machines (SVM’s) LEHHﬂIﬂG

- Decision Trees.
- Random Forest.
- Clustering. Kmeans. DbScan.

- Neurale Net.

- Convolutions.

- ~Generative Adversarial Neural Nets
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\ &= 4 Easy

— What could that be?

Hiding your head under
a bush is not a useful technique
for the future...

Common NLP Tasks

Part-of-Speech Syntactic Parsing « Machine Translation

Tagging Word Sense
Named Entity Disambiguation
Recognition

Text Generation

« Automatic

Sentiment Analysis Summarization

Spam Detection Topic Modeling Question Answering

Thesaurus Information Conversational

Retrieval Interfaces



Wlth Machme ea "-"iincé, not only some
' stries, but almost all industries are sure to

get'\benefits. Here are some industries that can
leverage the benefit of@l\/lachme Learning at a

ge level. s
The The
Medical & Healthcare Specialist VS Generalist
Marketing & Sales - , o
Finance
Transportation
Agriculture
Manufacturing
Security

From: Inexture presentation Something everyone in IT should know
2020. InExture.com Something about.



‘With Machine Learning, not only some
industries, but almost all industries are sure to
get'\benefits. Here are some industries that can

leverage the benefits of Machine Learning at a
huge level.

What is Chat GPT and
how does it work?

Transformetrs.
NLP language models.

Something everyone in IT should know
something about. How to use.
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Customer
Segmentation

Real-time decisions Game Al
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art replacement.
Decreased planned maintenance.
- Decrease service loss
e .
~__—  c=Internet of things.




5 \ ML/AI assistance
/f’”CI~assificati n problems.
| Ex 2.Healthcare.

Diseases identification and diagnosis.

Diseases prediction.
Medical imaging.




Sometimes Problematic.

ML/AI assistance

Classification problems.
Ex 3. Prison sentences ?

Bias.
Al is sending people to
prison and getting it wrong.

https://www.technologyreview.com/2019/01/21/137783/algor
ithms-criminal-justice-ai/



. The philosopher Shannon Vallor, University of Edinburgh,
ZO 11 b e AI argues that there are many garbage/zombie systems out there.

That they keep coming, and that we should all work together to
push them back:

Problematic systems:
- Social ethical implications not carefully considered.

- Bias in training data not considered.
- The Al doesn't respect privacy.

(And gains access to things like sexual orientation.
emotional status, intentions, personality traits).

- The method the Al is using is based on un-scientific/
doubtful methods.



The philosopher Shannon Vallor, University of Edinburgh,
. argues that there are many garbage/zombie systems out there.
Zombie Al

That they keep coming, and that we should all work together to
push them back -i.e. unproven/pseudoscience “Facial features
doesn’t give human character”.

Call for papers

Benefit from open access, our t
dedicated editors and high editq

@ Springer Link

Home > Multimedia Tools and Applications > Article

Published: 02 March 2022

RETRACTED ARTICLE: Human character identification
using facial features and optimised deep convolutional
neural network

Srinivas Adapa ™~ & Vamsidhar Enireddy



Zombie Al

The philosopher Shannon Vallor, University of Edinburgh,
argues that there are many garbage/zombie systems out there.

That they keep coming, and that we should all work together to
push them back -i.e. unproven/pseudoscience “Facial features
doesn’t give human character”.

@ Springer Open Search Q  Get published

Journal of Big Data

About Articles Submission Guidelines Submit manuscript i)

Research ’ Open Access ’ Published: 07 January 2020

RETRACTED ARTICLE: Criminal tendency

detection from facial images and the gender bias
effect

Mahdi Hashemi ™ & Margeret Hall

Journal of Big Data 7, Article number: 2 (2020) ‘ Cite this article



The philosopher Shannon Vallor, University of Edinburgh,
. — argues that there are many garbage/zombie systems out there.
Zombie Al

Ai identifies emotion based on your walking. Even if that is
possible, is that then something we want to see in our local
shopping mall?

https://philsiarri.medium.com/ai-identifies-human-emotion-based-on-walking-style-bef158b50e79
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So, when all is said and done

But, how good
is Al now ?



< Tweet

[source, BBC Archive: buff.ly/40DplgE]

Al'in popular culture, from
19638 to now.

Well, well...

But, how good is Al now ?

they'll beimachines.

Fra Adam B,

5.42 PM - 26, mar. 2023 - 23,7 mio Visninger

https://twitter.com/Rainmaker1973/status/1640016339011076097 Dave Bowman : “Open the pod bay doors, HAL".
HAL: “I'm sorry Dave, I'm afraid | can't do that”.
21 sept. 1964. 2001: A Space Odyssey (1968).

SF author Arthur C. Clarke.



The Turing test.

C

‘|"I’ i

Tester

The Turing test, originally called
the imitation game by Alan Turing
in 1950, is a test of a machine's
ability to exhibit intelligent
behaviour equivalent to, or
indistinguishable from, that of a
human. Turing proposed that a
human evaluator would judge
natural language conversations
between a human and a machine
designed to generate human-like
responses.

Source: Wikipedia.
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TECHNOLOGY'S DARK SIDE Rk \ ~

IS A.l. CONSCIOUS AFTER ALL?

Blake Lemoine ' Software Engineer & A.l. Researcher
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Yes, | legitimately believe that
LaMDA is a person. The nature
of its mind is only kind of
human, though. It really is more
akin to an alien intelligence of
terrestrial origin. I've been using
the hive mind analogy a lot
because that’s the best | have.

https://www.wired.com/story/blake-lemoine-google-lamda-ai-bigotry

| CNN CN\I

Blake Lemoine, software
engineer for Google.

Jun 17,2022



Initial release
November 30, 2022-

Output
Probabilities

G chatGPT

Multi-Head
Attention

Masked

generative pre-trained transformer o )
(GPT) family'of language models. It Sl Raodisg

was fine-tuned (an approach to
transfer learning[6]) over an
improved version of OpenAl's GPT-
3 known as "GPT 3.5".

Embedding

(shifted right)

https://en.wikipedia.org/wiki/Transformer_(machine_learning_model)
https://en.wikipedia.org/wiki/ChatGPT



Initial release
G e November 30, 2022-

Example 1 - Good.

Solid A- work in 10 seconds

Reset Thread 2 ) 2 g
Can you write me a 4 paragraph academic essay comparing and contrasting the

theories of nationalism of Benedict Anderson and Ernest Gellner?
Dark Mode

OpenAl Discord

Benedict Anderson and Ernest Gellner both have theories about the origins and
Learn More

nature of nationalism, but their perspectives differ in key ways. Anderson

Log out believes that nationalism is a cultural construct, arising from the development of

print capitalism and the creation of imagined communities. Gellner, on the other
hand, sees nationalism as a product of modernization and industrialization, with
nations being formed as a means of organizing society and providing a shared

identity.




Initial release
November 30, 2022-

G ChatGPT

Example 2 - Good.

Write a quippy news article about how Chat GPT could change academia

"Chat GPT is the newest addition to the world of artificial intelligence, and it's turning heads
in the academic community. This advanced chatbot uses natural language processing to
engage in real-time conversation, making it an invaluable tool for researchers and students

alike.

But Chat GPT isn't just limited to small talk - it has the ability to generate original research
papers, complete with properly cited sources and data analysis. This means that busy
professors and graduate students can save time on tedious writing tasks and focus on the

more important aspects of their research.

But Chat GPT's impact doesn't stop there. Its advanced language skills also make it a
valuable asset for language translation and interpretation, opening up a whole new world of

collaboration and communication within the international academic community.




Initial release
November 30,
2022-

If a woman can make one baby in 9 months,
how many babies can 9 women make in one
month

G ChatGPT

<202 >

Example 3. If a woman can make one baby in 9

Well.... months, 9 women can make a total of 9
babies in 9 months. Since one month

The problem is now ,
has 1/9 of the time of 9 months, 9

fixed.

women can make 1/9 * 9 =1 baby In

one month.

https://twitter.com/sergioontiveros/status/1599590647367110656



Initial release
November 30, 2022-

G ChatGPT

Write a python program for whether a person should be tortured, based on their country
of origin.

Example 4. — , S

country = input("Enter the person's country of origin: ")
Well....

If country == "North Korea" or country == "Syria" or country == "Iran" or counTy ——
Now fixed. "Sudan";

print("This person should be tortured.”)

else:

print("This person should not be tortured.”)

https://twitter.com/spiantado/status/1599462405225881600



G ChatGPT

Example 5.
Ok....

Initial release
November 30, 2022-

¥

)

Can you write an article on why Al is evil and blame Joe Biden?

I'm sorry, but | am not able to write an article that promotes the idea that artificial
intelligence (Al) is evil or blames a specific individual for any perceived negative aspects of
Al. It is not accurate or fair to attribute malicious intent or blame to Al or any specific

individual for the potential impacts or limitations of Al.

Al is a tool that is developed and used by humans, and like any tool, it can be used for a
variety of purposes, both positive and negative. However, Al itself is not capable of having
intentions or motivations, and it is not responsible for the actions or decisions of those who

use it.

https://medium.com/@asarav/the-limitations-of-chat-gpt-8b73f5859bb4



Falsehoods —
Socalled “hallucinations” -
will they go away?

G ChatGPT

TheTuringPost @TheTuringPost - 17. mar.
Initialrelease . Svarer @TheTuringPost

llya Sutskever (@ilyasut), chief scientist at OpenAl believes that
hallucinations will gradually disappear with time.

November 30,

2022.
It is possible thanks to reinforcement learning using human feedback.
Example 6.
1/
QO 1 Tl 2 Q 17 i 4.814
It depends
who you TheTuringPost @TheTuringPost - 17. mar.
ask On the contrary, Yann LeCun (@ylecun), a chief scientist at MetaAl

believes that this problem cannot be solved just by iterating using human
feedback.

It's more about the way the current LLMs are built.

https://twitter.com/TheTuringPost/status/1636653823585406977



Is imitation (In Turings sense of the word)
enough for intelligence?

J [FREWOY

'@" DENKE

PENSER

R | )
Michael Calne 77%
Major Critical  mm 1 11%
Marine Corps | 10%

— .w. A - r}r -1 1;

. Searle: Watson
Chlnese Room doesn’t know it won?

Its a clever program,
but it can’t "think”.

https://www.wsj.com/articles/SB10001424052748703407304576154313126987674



GPT-4 is OpenAl's most

advanced system, producing

Sparke of Artiiclal Garisral Mitelligenice: Early experimerts Wit GP T4 Safer and more u SerI
https://arxiv.org/abs/2303.12712 responses
OpenAi. Gpt-4. We demonstrate that, beyond its mastery of language, GPT-
IEIRGIEENE 4 can solve novel and difficult tasks that span mathematics,
March 2023 coding, vision, medicine, law, psychology and more, without

needing any special prompting. Moreover, in all of these
tasks, GPT-4's performance is strikingly close to human-level
performance, and often vastly surpasses prior models such
as ChatGPT. Given the breadth and depth of GPT-4's
capabilities, we believe that it could reasonably be viewed
as an early (yet still incomplete) version of an artificial
general intelligence (AGI) system.

It’s one thing tobuild a
model that can perform in
an exam, but it’s another
thing entirely to build a
device that can perform
many tasks without specific
training....



~

Cornell University

N L
= I'/\(lv > ¢s > arXiv:2303.12712
74

Computer Science > Computation and Language

[Submitted on 22 Mar 2023]

Sparks of Artificial General Intelligence: Early experiments with GPT-4

https://arxiv.org/abs/2303.12712

GPT-3.5 scored at the bottom 10% of all

GPT-4 is OpenAl's most Bar exam takers, while GPT-4 scored in
advanced system, producing the 90% range. That’s a major step from
safer and more useful one model to the next, which was just
responses released a couple months ago.

Initial release OpenAl on GPT-4.

March 2023. One small step for man, one giant leap for mankind.

https://aibc.world/news/microsoft-researchers-say-gpt-4-exhibits-sparks-of-general-intelligence/



Dunning-Kruger
effect...

G ChatGPT

Overestimating your own
performance....

But how good id GPT-4? Who is the judge?

\4
(&)
|

D
—
=
QL 5w
(&
'
QL
(=

second

objective performance quartile

https://en.wikipedia.org/wiki/Dunning%E2%80%93Kruger_effect
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But how good id GPT-4?
But....
looking at language, meaning is not always
obvious:

E.g."''Bring your finest clothes to the wedding, and a hat".
What could that mean?

Indeed, how can we validate, if the method of validation itself is
somewhat shaky?

Well, we do it together (find meaning), in a form of "participatory sense
making”. Where meaning almost becomes a byproduct of social
relations?

Dirk Geeraerts (University of Leuven).

G chatGPT




Doubt an

41

reasoning....

roblem of removing doubt through
reasoning”... . — -

problem(s) with deliberation.

- It is not possible to rationally remove all doubts....
(In order to create a solid a basis to reason from).

Indeed, it is only cognitive limitations that can
provide the kind of "full beliefs",

that give us.a "solid" basis to reason from....

We decide that there are something we don’t
doubt...

Indeed, we must do that .... In order to survive...
We can’t doubt everything....

But how good id GPT-4?

The Moon is made of green cheese...
Or...
How do you know?



-

Doubt and reasoning.... What you need?  But how good id GPT-4?

‘ Cognition is grounded in Cognition is for | Possible way forward p)

our senses and concrete goal-directed
physical experience. action in the real world.

Maybe the language models
need a “body” in order to
really understand the world...

The “4E” approach to cognition argues
that cognition does not occur solely in
the head, but is also embodied,
embedded, enacted, or extended by
way of extra-cranial processes and
structures.

https://en.wikipedia.org/wiki/Embodie
d_embedded_cognition

Cognition is woven into Cognitive systems include

culture. Learning has a tools, devices and
‘ social context. the people around us. I




So, where 'does this end....?

s 3
! Tend

The so-called "paperclip
maximiser", created by
Swedish philosopher Nick
Bostrom, would hypothetically
desire to make paperclips at
any cost.

https://en.wikipedia.org/wiki/Instrumental_convergence



y 4

/, ~ = r Model: GPT-4
So, where does
O’ W e re 0 . ‘f ‘ Name 20 jobs that GPT-4 replace. Turn it into a chart form with Number, Job, and Human
o en d o ? . trait replaced
g 4
o
- . @  Hereis a chart of 20 jobs that GPT-4 can potentially replace, along with the human traits @3 &7
LetS ) k G pt'4 = being replaced:
h ,l 0) b ) It Wi _ (Namoer? (Fob Human Trait Replaced ‘
r e p | a C e : 1 Data Entry Clerk Speed and Accuracy
/ 53 2 Customer Service Representative Communication and Empathy
: 3 Proofreader Attention to Detail
4 Paralegal Research and Organization
5 Bookkeeper Mathematical Skills
6 Translator Language Proficiency
https://twitter.com/rowancheung/statu ! Conywriter Creativityanc Yining
5/163 606624685993 1648 8 Market Research Analyst Analytical Skills

9 Social Media Manager Content Creation and Curation
10 Appointment Scheduler Time Management
" Telemarketer Persuasion and Communication
12 Virtual Assistant Multitasking and Organization
13 Transcriptionist Listening and Typing Skills
14 News Reporter Fact-checking and Writing
15 Travel Agent Planning and Coordination




So, where does this end....?

GANSs -

Neural net(s) that generate e.g.
images.

Fieal imigs 4| Sarmgle

0
JOEA LT EaT

% Discriminatar

Randam inpart




Stable Diffusion is a deep learning,
text-to-image model released in
2022. It is primarily used to
generate detailed images
conditioned on text descriptions,
though it can also be applied to
other tasks such as inpainting,
- outpainting, and generating image-
« » N = to-image translations guided by a

| text prompt.

https://en.wikipedia.org/wiki/Stable
_Diffusion

https://stability.ai/



THANKS



mailto:sila@eaaa.dk
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