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Outline of this talk:

- AI projects. A few examples.
- Digitalization within the public sector.

- The JobTrend project. 
- Matching skills and jobs.

- AI  
- Everywhere.
- Overview, problems and direction.

Digitalization 2 (Dig2). March 30th, 2023.
Via University College. Simon Laub. 
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Education

Job market.

JobTrend Project.
- What skills to teach?
- What is in demand?



Project:
Matching skills with jobs.
Spring 2023.

Described in 
article about JobTrend
that will be published 
April 2023.  



AI everywhere.  
- Overview. News.
- Problems.
- Direction.



Kilde:  Jeremy Wilken (Developer at Wmware, MlCon 2018..

Motivation.Trends.

https://github.com/gnomeontherun


Concepts.

- Ai.

- Machine Learning.

- Deep Learning.



Teaching ML – What you will learn:

- Lineær Regression.

- Logistisk Regression.

- Support Vector Machines (SVM’s)

- Decision Trees.

- Random Forest.

- Clustering. Kmeans. DbScan.

- Neurale Net.

- Convolutions.

- Generative Adversarial Neural Nets.



AI – What could that be?

Hiding your head under
a bush is not a useful technique
for the future...



With Machine Learning, not only some 
industries, but almost all industries are sure to 
get benefits. Here are some industries that can 
leverage the benefits of Machine Learning at a 
huge level.

Medical & Healthcare
Marketing & Sales
Finance
Transportation
Agriculture
Manufacturing
Security

Something everyone in IT should know 
something about.

From: Inexture presentation
2020.  InExture.com



With Machine Learning, not only some 
industries, but almost all industries are sure to 
get benefits. Here are some industries that can 
leverage the benefits of Machine Learning at a 
huge level.

Transformers.
NLP language models.

Something everyone in IT should know 
something about. How to use.



AI &
MACHINE 
LEARNING

MANY SUBFIELDS.



Classification problems.

Ex 1. Predictive maintenance.

Key words:
- Smart replacement.
- Decreased planned maintenance.
- Decrease service loss
- Internet of things.

ML/AI assistance.



Classification problems.

Ex 2.Healthcare.

Diseases identification and diagnosis.
Diseases prediction.
Medical imaging.

ML/AI assistance.



Classification problems.
Ex 3. Prison sentences ?

ML/AI assistance.

https://www.technologyreview.com/2019/01/21/137783/algor
ithms-criminal-justice-ai/

Bias.
AI is sending people to 
prison and getting it wrong..

Sometimes Problematic.



Zombie AI The philosopher Shannon Vallor,  University of Edinburgh, 
argues that there are many garbage/zombie systems out there.

That they keep coming, and that we should all work together to 
push them back:

Problematic systems:
- Social ethical implications not carefully considered.

- Bias in training data not considered.

- The AI doesn't respect privacy. 
(And gains access to things like sexual orientation.
emotional status, intentions, personality traits).

- The method the AI is using is based on un-scientific/   
doubtful methods. 



Zombie AI
The philosopher Shannon Vallor,  University of Edinburgh, 
argues that there are many garbage/zombie systems out there.

That they keep coming, and that we should all work together to 
push them back - i.e.  unproven/pseudoscience “Facial features 
doesn’t give human character”.
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Zombie AI
The philosopher Shannon Vallor,  University of Edinburgh, 
argues that there are many garbage/zombie systems out there.

Ai identifies emotion based on your walking. Even if that is 
possible, is that then something we want to see in our local 
shopping mall?

https://philsiarri.medium.com/ai-identifies-human-emotion-based-on-walking-style-bef158b50e79



But, how good 
is AI  now ?

So, when all is said and done:



AI in popular culture, from 
1968 to now.
Well, well… 
But, how good is AI now ?

https://twitter.com/Rainmaker1973/status/1640016339011076097

21 sept. 1964.
SF author Arthur C. Clarke. 

Dave Bowman : “Open the pod bay doors, HAL”.
HAL: “I'm sorry Dave, I'm afraid I can't do that”.
2001: A Space Odyssey (1968).



The Turing test, originally called 
the imitation game by Alan Turing 
in 1950, is a test of a machine's 
ability to exhibit intelligent 
behaviour equivalent to, or 
indistinguishable from, that of a 
human. Turing proposed that a 
human evaluator would judge 
natural language conversations 
between a human and a machine 
designed to generate human-like 
responses.

Source: Wikipedia.

The Turing test. 



Yes, I legitimately believe that 
LaMDA is a person. The nature 
of its mind is only kind of 
human, though. It really is more 
akin to an alien intelligence of 
terrestrial origin. I’ve been using 
the hive mind analogy a lot 
because that’s the best I have.

https://www.wired.com/story/blake-lemoine-google-lamda-ai-bigotry/

Blake Lemoine, software 
engineer for Google.

Jun 17, 2022



Initial release
November 30, 2022-

ChatGPT is a member of the 
generative pre-trained transformer 
(GPT) family of language models. It 
was fine-tuned (an approach to 
transfer learning[6]) over an 
improved version of OpenAI's GPT-
3 known as "GPT 3.5".

https://en.wikipedia.org/wiki/Transformer_(machine_learning_model)
https://en.wikipedia.org/wiki/ChatGPT



Initial release
November 30, 2022-

Example 1 - Good.



Initial release
November 30, 2022-

Example 2 - Good.



Initial release
November 30,
2022-

Example 3.
Well….

The problem is now
fixed.

https://twitter.com/sergioontiveros/status/1599590647367110656



Initial release
November 30, 2022-

Example 4.
Well….

Now fixed.

https://twitter.com/spiantado/status/1599462405225881600



Initial release
November 30, 2022-

Example 5.
Ok….

https://medium.com/@asarav/the-limitations-of-chat-gpt-8b73f5859bb4



Initial release
November 30, 
2022. 

Example 6.

It depends
who you
ask….

https://twitter.com/TheTuringPost/status/1636653823585406977

Falsehoods –
Socalled “hallucinations” -
will they go away?



Searle: Watson 
doesn’t know it won?

Its a clever program, 
but it can’t ”think”.

https://www.wsj.com/articles/SB10001424052748703407304576154313126987674

Is imitation (In Turings sense of the word)
enough for intelligence?



OpenAi. Gpt-4.
Initial release
March 2023.

We demonstrate that, beyond its mastery of language, GPT-
4 can solve novel and difficult tasks that span mathematics, 
coding, vision, medicine, law, psychology and more, without 
needing any special prompting. Moreover, in all of these 
tasks, GPT-4's performance is strikingly close to human-level 
performance, and often vastly surpasses prior models such 
as ChatGPT. Given the breadth and depth of GPT-4's 
capabilities, we believe that it could reasonably be viewed 
as an early (yet still incomplete) version of an artificial 
general intelligence (AGI) system.

https://arxiv.org/abs/2303.12712

It’s one thing to build a 
model that can perform in 
an exam, but it’s another 
thing entirely to build a 
device that can perform 
many tasks without specific 
training….



Initial release
March 2023. 

GPT-3.5 scored at the bottom 10% of all 
Bar exam takers, while GPT-4 scored in 
the 90% range. That’s a major step from 
one model to the next, which was just 
released a couple months ago.

OpenAI on GPT-4. 
One small step for man, one giant leap for mankind...

https://arxiv.org/abs/2303.12712

https://aibc.world/news/microsoft-researchers-say-gpt-4-exhibits-sparks-of-general-intelligence/



https://en.wikipedia.org/wiki/Dunning%E2%80%93Kruger_effect

Dunning–Kruger 
effect…

Overestimating your own
performance....

But how good id GPT-4? Who is the judge?



Lets remember:
Humans are really clever…

What do Chimps really understand about
gavity (based on work by Povinelli).
Clearly, not as much as humans, according to 
one experiment - about extracting food items 
from a tube, with holes.

But how good id GPT-4?



But….

looking at language, meaning is not always
obvious:

E.g. ''Bring your finest clothes to the wedding, and a hat''.
What could that mean?

Indeed, how can we validate, if the method of validation itself is 
somewhat shaky?
Well, we do it together (find meaning), in a form of ''participatory sense 
making‘’. Where meaning almost becomes a byproduct of social 
relations?

Dirk Geeraerts (University of Leuven).

But how good id GPT-4?



Doubt and reasoning….

''the problem of removing doubt through
reasoning‘’…

The problem(s) with deliberation.
- It is not possible to rationally remove all doubts….
(In order to create a solid a basis to reason from).

Indeed, it is only cognitive limitations that can
provide the kind of ''full beliefs'',
that give us a ''solid'' basis to reason from….
We decide that there are something we don’t
doubt… 
Indeed, we must do that …. In order to survive…
We can’t doubt everything….

The Moon is made of green cheese...
Or...
How do you know?

But how good id GPT-4?



Doubt and reasoning…. What you need?  

Possible way forward…?

Maybe the language models 
need a “body” in order to 
really understand the world…

The “4E” approach to cognition argues 
that cognition does not occur solely in 
the head, but is also embodied, 
embedded, enacted, or extended by 
way of extra-cranial processes and 
structures.

https://en.wikipedia.org/wiki/Embodie
d_embedded_cognition

But how good id GPT-4?



The so-called "paperclip 
maximiser", created by 
Swedish philosopher Nick 
Bostrom, would hypothetically 
desire to make paperclips at 
any cost.

https://en.wikipedia.org/wiki/Instrumental_convergence

So, where does this end....?



https://twitter.com/rowancheung/statu
s/1636066246859931648

So, where does
this end....?

Lets ask Gpt-4 
which jobs it will 
replace:



GANs -
Neural net(s) that generate e.g. 
images..

So, where does this end....?



Stable Diffusion is a deep learning, 
text-to-image model released in 
2022. It is primarily used to 
generate detailed images 
conditioned on text descriptions, 
though it can also be applied to 
other tasks such as inpainting, 
outpainting, and generating image-
to-image translations guided by a 
text prompt.

https://en.wikipedia.org/wiki/Stable
_Diffusion

https://stability.ai/

So, where does this end....?



THANKS

SILA@EAAA.DK

Digitalization 2. Dig2.

VIA University. College. 

Simon Laub.

mailto:sila@eaaa.dk
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